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ADVANCED RESEARCH PROJECTS AGENCY
SEMIANNUAL TECHNICAL REPOPT

June 30, 1971

1. INTRODUCTION

The goal of this project is to provide an enviromment for high quality
research activities in infarmation processing. One major area of research
is mathematical modeling and analysis of camputer systems. Another principle
area of research, which is closely coupled with the first, is measurement
of conputer systems. We have been particularly active in the analysis and
measurement of time-shared systems and the ARPA camputer cammunication net-
work. Our third major area of responsibility has been in the specification
of software protocol for use in the network.

This report details our progress fram the time of ow. last Semiannual
Technical Report of August 15, 1970, through June 30, 1971.* References (1]
to [15] include work accarplished prior to the current reporting period.

In Section 2 of this report, we survey our progress in the modeling
and analysis of camputer systems. In Section 2.1 we discuss the wark on
time-shared systems, and in Section 2.2 the work on camputer-cammnication
networks. A major effort has been our work on network measurement, and
this is discussed in Section 3. Progress in the development of our time-
sharing system and the network software develomgment : 5 described in Section
4. Section 5 concludes with same general cammen’s about our progress.

*The length of this reparting period is due to an adjustment made to bring
the Semiannual Technical Reparts and Quarterly Management Reports irto
synchronization.



2. ANALYTIC MODELING AND MFASUREMENT OF COMPUTER SYSTEMS

Our research in camputer systems modeling and measurement has been
mainly in the areas of time-shared scheduling algorithms and camputer-

communication networks.

2.1. Time-Shared Systams Analysis

During this perind we have made considerable progress in our resea.ch
in the amalysis of time-shared systems. In the previous Semianmual Techni-
cal Report we reported on efforts by Kleinrock and Mintz to analyze a very
geieral class of scheduling algorithms. This class of scheduling algorithms
includes as special cases most of the algaritims previously studied in the
literature and also many additional algoritlms. For example, it includes
the case of a miltilevel queueing system in which round-robin is used at
sane intermediate level queve (our SEX time-sharing system has such a schedu-
ling algaritim). The method of solution required analyzing the round-
robin system with bulk arrivals, and this was accanmplished by Kleinrock,

Muntz and Rodemich (Ref. [16]). This paper forms Appendix A of this report.
The application of these results to miltilevel queueing systems is detailed
in Ref. [17], which is included as Appendix B.

During this past year, we have also made progress in the area of bounds
and approximations in the analysis of queuing systems. Recently, Kleinrock,
Muntz and Hsu have succeeded in finding tight upper and lower bounds on the
mean response time for a given amount of service time required in an M/G/1
queueing system with an arbitrary scheduling algoritim which does not make
use of a priori knowledge of a custamer's service time requirement. Given
the arrival rate of customers and the service time distribution, bounds are

determined such that the response function far any scheduling algorithm




mst at all points lie between the u per and lower bounds. This is an
important result since it places non-trivial limits on what can be accomp-
lished by varying the scheduling algoritim for a system. Also in this work,
several recessary conditions were found for feasible response curves in
addition to the upver and loser bounds. The results of this work are to be
reported at the 1971 IFIPS Congress, Ljubljana, Yugoslavia, August 1971 (Ref.
(18)). This paper is included as Appendix C. We are continuing our efforts
in this area with the aim of further characterizing feasible response functions.

In the last Semiannual Technical Report it was mentioned that a major
unsolved problem in computer systems analysis is the consideration of multiole
resources. Fouad Tobagi, a graduate student, is working in this area under
the direction of Kleinrcck. He is investigating the application of same
recent results from the literature on approximation techniques to the problem
of analyzing networks of queuss. The results to date appear promising in
providing a computationally efficient mesans of analyzing queueing networks
in vhich there is a limiting resocurce or bottleneck.

During this reporting period, we have begun an effort in the area of
msasurement of time-shared camputer systams. Johnny Wong, a graduate student
working with Mntz, has begun a msasuremsnt project on the SEX time-sharing
systax. Based on mesasuremsnts of process execution tims requivewents, swep-
ping time and page requiremnts, a new scheduling algoritim was dasigred '
is currently being inylemented. Msasuremant of the paging behavior of pro-
cesses has strongly suggested the possibility of incressing sysvem efficiency
by allowing processes to coomnicats page requiremesnts to the operating system
through systsm calls. A preliminary set of systam calls has been implementsd
and is currently being evaluated. This sppesars tL be virginal area for study.



2.2. Computer-Commmication Nets
We have continued a strong effort in the area of computer-commmnications

networks analysis and optimzation. In particular, major areas of research
are: routing, nodal blocking behavior in nstworks, and optimal assigment
of channel capacity.

Gary Pultz, a graduate student working with Kleinrock, has used mathe-
matical snalysis and simulation to study adsptive routing techniques in
store-and-forwvard computer networks. Using averc» message delay as a mea-
sure of network performance, a number of routing algorithes have been evalu-
ated. The asbility of the algorithms *o adspt to commmication line failures
has been determined by simulation. A jortion of this effort is dsscribed in

Ref. (19] (Appendix D). Ref. (20} is nearly completed and will in addition
report on analysis of the effects of multipacket messages and nodal storage
requirerants.

An izportant and difficult problem in store-and-forward networks is
that of nodal blocking. When a node's buffer storage is filled, it becomas
blccked and cannot receive new messages. This puts an increased load on this
noda's neighbors in the network and thus, nodal blocking is a transient ef-
fect vhich can propagate in time and space. Kleinrock and graduats studant
Jack Zeigler have studied this problem and their results are reportsd in
Ref. (21] and Ref. (22]. Ref (21] is included as Appendix E.

Graduate students Mario Osrla and Luigi Pratta have worked with Klein-
rock on caputatiorally efficient techniques for determining the optimal
assignmer.t of shannel cepacity in a computer-commmnication netwurk. The
abjective is either to minimise delay with the total cost held fi>ed or to

minimize total cost with the delar held fixed. Under the conditions of

I




negligible nodal blocking and fixed network topolngy and routing, an optimi-
zation algorithm has been devised which is significantly more efficient than
anventional techniques for constrained optimization probiems. A report of

this work is now in preparation (Ref. {<3]). Further work in this area will
include the network topology and routing as variables in the cptimization.

At the IFIP Congress 71, Professor Wesley Chu will present a paper
dsaling with the selection of an optimal message block size for camputer
caomnications (Ref. [24], Appandix F). In this research he analyzes the
relationships among acknowledgment time, chunnel transmission rate, channel
error characteristics, average message length and optimal block size. Currently,
Qw is completing a study of demultiplexing buffer requirements using a simu-
lation model (Ref. [25]).

Professor Cantor has investigated the design of non-blocking switching
networks with a miniumum nutber of switches. The results of this study are
included as Appendix G (Ref. [26]).

A paper surveying various aspects of the optimization of computer—commu-
nication networks was presentsd by Kleinrock at the 1971 IEFE National Conven-
tion (Iaf. [27]), Appendix H).

3. NETWORK MEASUREMENTS

The network measurement activity has involved a variety of tasks, includ-
ing the further development of the measurement tools, "shakedown” tests on the
network performance, measurement of actual user traffic, and the use of mea-
surements to improve analytic models of the network behavior (Ref. [28]).
Each of these aress is discussed in some detail in the following paragraphs.
Garald Cole has been the principal participant in this efiort.

sll



3.1. Extensions to the Measurement Capabilities

The control of network experiments and the oollection of measurement
data were originally developed to operate in a stand-alone (batch operating
system) environment, but have been mified to alsc function uncer the SEX
time-sharing system. This change allows ane to conduct data gathering experi-
ments alang with the reqular interactive usage of the system, and it provides
the basis for further an-line data gathering and reduction usage. However,
most of the experiments run Awing the reporting period utilized the earlier
system due to the large computation overhead of the artificial traffic genera-
tor. This overhead is particularly large since the generator was modified to
produce pseudo-random message lengths and interarrival times in addition to
the earlier fiyed parameter capabilities, but the random generation capabili-
ties proved to be essential for many of the experiments which were conducted.

3.2. Analytical Efforts Related to Msasurements

Some of the more significant results of the measurement efforts to date
have involved the creation or improvement of analytic models of the network
behavior based on insights gained from experimental measurement data. The
modeling and measurement efforts were found to be quite complementary and
resulted in an iterative procedure of model building and evaluation, with
feedback fram each test resulting in a more acceptable model. Models were
developed in this manner relating to priority handling of messages, optimal
packet sizes, and the separation of packet: due to interference traffic.
Several significant improvements were made in the models based on abserved
discrepancies between the dbserved and originally predicted behavior and
resulted in good agreement for the refined models.




3.3. Network Experiments
In addition to the measurements related to analytic models as der.cribed

above, several experiments were run to measure network usage and to attempt
to predict the network performance. The first of these tests involved the
measurement of the traffic between SRI and the University of Utah in December
of 1970. Data wera taken during several hours of the SRI usage of the PDP-10
at Utah, and these data were correlated with the known formats and activities
involved in the transactions. In this manner, we were able to gain informa-
tion on the user behavior, and at the same time, verify the operation and
utility of the measurement routines.

One of the primary concemns in the analysis of the SRI-Utah traffic
measurement was the matter of how many such users the network could simulta-
necusly support. A rather crude estimate was made based on Scherr's* model
of user think time and "processing” need=, and resulted in a range of 50 to
170 users depending on the file transmission requirements of each user. These
interference tests were extended by use of artificial traffic and produced
saturation levels which were oonsistent with the values as predicted by
Kleinrock's results,** and led to further investigations of cyclic queueing
phencmena associated with RFNM driven traffic on a given set of links. The
through-put for such a condition was also investigated as a function of the
nmber of links. This latter test resulted in an interesting demonstration
of several of the measurement techniques in resolving a discrepancy between
the expected and measured saturation through-put.

;g;!nrr, A.L., "An Analysis of Time-Shared Camputer Systems,” The MIT Press,
** Kleinrock, L., "Certain Analytic Results for Time-Shared Processors,”
Proc. IFIP Qongress 1968, Edinburg, Scotland, pp. D119-D125, August 5-10, 1968.




3.4. Oooxrdination with BEN

Several peculiar effects were encountered during the network experiments
which were eventually found to be "bugs® in the network itself. Several of
these effects were resolved in the IMP system that was released in mid-Novem-
ber, 1970, but others were subsequently encountered, particularly in regard
to the handling and measurement of moderately high traffic loads. This lat-
ter problem became more visible after we requeszed that BEN change the round-
trip delay recording resolution from 0.1 to 0.8 msec. to awoid a register
overflow problem. Subsequent tests showed that the IMP would "crash" at
certain traffic levels, and BEN was then able to isolate and eliminate the
problem. The network control center persannel were quite helpful in these
efforts and also cooperated in the execution of same of the subsequent tests,
e.g., by changing selected IMP parameter values during a test.

3.5. Measurement Plans

Measurement plans for the near future include the monitoring of network
usage as the new prctoool b comes operational and conducting a set of "before
and after” tests to determine the effect of the BEN changes in the flow con-
trol and routing algorithms which will soan be implemented. Other experiments
will aiso be run to further evaluate and improve same of the analytic models,
and to check out new data reduction programs as they become available.

4. NETWORK AND SYSTEMS SOFTWARE

This section covers work done by the SPAIE Growp which has been under
the leadership of Steve Crocker and Jon Postel. The effort has been divided
equally between maintaining and extending the SEX time-sharing system and
development of network software.




4.1. Network Progress

Three major meetings of the network Working Group (NWG) were held.
Steve Crocker of UCIA was Chairman and major orgarizer of these meetings.
In conjunction with the Fall Joint Computer Oonference, the NWG met in
Houston in November. Discussion there centered on the problems of cansole
interaction between systems, particularly the incanpatibility of line-
oriented local echo devices with character-ariented remote echo systems.
It was agreed that this incampatibility would prevent some users with line-
oriented consoles fram using some character-oriented systems, but this could
be tolerated. The NWG held a February meeting at the University of Illinois.
Network protocols were the topic of discussion. The primviy concern was
over same needed refinements to the HOST-HOST or le\ .! 2 protocol. A special
camittee chaired by Steve Crocker was set up to resolve these issues ard its
report (NWG/RFC #107) is ar official modification to the protocol. This
repart calls for new coomand formats, new coomands (Reset, Reset reply),
replacement of marking with a fixed size header, and the introduction of byte
sizes. Also discussed at the Illinois meeting were the use of sockets and
the initial connection protocol. A third MWG meeting was held at Atlantic
City in conjunction with the Spring Joint Camputer Conference in May. Prime
topics of discussion at this meeting were several 3rd level protocols, e.q.,
Telnet-Logger, File Transfer, and initial connection procedures. Oammittees
were established to deal with each of these topics. The Telnet-lLogger issues
were resolved at the May meeting and initial connection protocol was estab-
lished in early June.

Implementation of a Netwark Control Program (NCP) and Telnet and Logger

programs which follow the official specifications are now campleted and oper-



ational on our time-sharing system.

The SPADE Grovp has provided support for the measurement experiments
conducted by Gerald Cole. The measurement programs can now be run uncer
the SEX system in parallel with other network and local use of the system.

4.2. System Development
The GEX time-sharing system has grown to support more of the users

of the Sigma-7. \‘ie have acquired to IMIAC PDS-1 display terminals and four
model 33 teletypes. The operating system has been changed in several ways.
Same of the changes are carrections to defects in the system as aoquired
from LRL. The file system and resident operating system were made more
independent so that a system crash no longer causes the file system to be
destroyed. A garbage collection process now reclaims lost file space and
farces file system consistency. An interprocess cammunication facility
called ivents was added. A batch processing facility has beer implemented
to provide service for non-interactive users and a tape input-output super-
visor has been implementxd. An operator's control program has been imple-
mented which allows the selective starting and stopping of system level
programs, e.g., NCP, printer process. The system is currently scheduled for
standard user service 20 hours per week. Reliability has been improved to

the point that system crashes now occur on the average of once per week.

S. CONCLUSIONS AND SELF-EVALUATION

Oour efforts in the mthematical modeling and measurement of camputer
systems has been very profitable during this period. In the computer net-
works area particularly, our two-pronged attack with analysis and measurement

10




has yielded significant resultcs. We have bequn a measurement effort in
connection with time-shared systems and plan to accelerate this effort in
cooperation with our analytic work in this area. Progress on the development
of network protocol has been substantial. Developmental work on the SEX
time-sharing system has not diminished as much as had been expected, but 1t
has been a necessary and wortlwhile investment. We plan to continue shift-
ing more of our efforts toward the modeling and measurement areas.

Our efforts have established UCLA as a leader in the field of modeling
and analysis of camputer systems and an impartant member of the ARPA Network
cammmnity.

11
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THE PROCESSOR-SHARING QUEUEING MOCEL FOR TIM'-SHARED SYSTEMS
WITH BULK ARRIVALS*

by L. Kleinrock, R. R. Mntz
Computer Science Department
University of Califormia, los Angeles, California
and
E. Fodemich

Jet Propulsion Laboratory
Pasadena, California

We consider a model which is applicable to time-multiplexed systems,
such as multiplexsd commnication channels and time-shared camputing
facilities. In this (processor-sharing) queueing model, all jobs currently
in the systam share equally the processing capability of the server. In
this peper, v investigats the processor-sharing model for the case of bulk
arrivals. The mean response tims of the system as a function of required
service time is derived. An exmple is given to show the effect of bulk
arrivals versus single arrivals for a constant utilization.

* This work was supported by the Advanced Research Projects Agency of
the Dspartmant of Defenwe (DNIC-15-69-C-0285). This paper also presents
the results of one phase of ressarch carried out at the Jet Propulsion
Laboratory, California Institute of Technology, under Contract No. NAS 7-100,
spansored by the National Aeronautics and Space Administratian.
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T™HE PROCESSOR-SHARING QUEUEING MOUEL FOR TIME-SHARED SYSTEMS
WITH BULK ARRIVALS*

by L. Kleinrock, R. R. Mntz
Computer Science Department
University of California, Los Angeles, Califormia
and

ot B.mlfl;ontmy

Pasadena, California
I. INTRODUCTION

In a time-sharing system, the computing facilities are time-multiplexed

aong the currently active jobs according to some scheduling discipline. A
major goal of the scheduling discipline is to provide short response times to
small requests for service. This creates an effective enviroment for inter-
action between a user at a console and the coputing facility since most

interactive requests are for relatively small amownts of service. The user
should expect longer delays if his request is for a significant amount of
service. Analytic studies of these systams are aimed at determining the effect

of various scheduling disciplines on response time.

In camputer networks, we are often faced with a configuration in which
many time-shared computer systams are intercomnectsd over a conmmication net-
work. It is important to understand the bshavior of these time-shared nodes
s0 that one can evaluate the performance of these networks.

The application of queusing models to time-shared camputer systems
has been an active area of research since 1964 [1). A survey of this area

* This work was supported by the Advanced Research Projects Agency of
the Departmant of Dafense (DAHC-15-69-C-0285). This paper also presents the
results of ane phase of research carried out at the Jet Propulsion Laboratory,
Galifornia Institute of Technology, under Contract No. NAS 7-100, sponsored




is available in reference (2). In this paper, we generalize same previous
models by permitting bulk arrivals to the system.

In the usual round-robin scheduling discipline, a newly arriving
job must join the end of a queue for the server. When it reaches the front
of the queue, it is allocated a quantum of time on the server. If the job
ocarpletes before the quantum expires, it leaves the system. Otherwise, it
must rejoin the end of the queue to wait for its next quantum. In this
paper, the quantum size is allowed to shrink to zero so that we have the
mprocessor-sharing” discipline. In effect, each job receives 1/n™ of
the processing capability of the processor when there are n jobs demanding
service. The model is illustrated in Fig. 1. This processor-sharing dis-
cipline war first introduced in 1967 (3] and analyzed for the case of
single Poisson arrivals. In this paper, we consider the bulk arrival
case where customers may arrive in groups. The arrival instants are,
as usual, assumed to be Poisson.
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Figure 1. The processor-sharing model

Aside from the case where bulk arrivals may be the actual arrival
mechanism for the systam, the bulk arrival case vresented here arises
naturally in solving more general models, Oonsider the case where the
server becames unavailable for periods of time with distribution F(d) and
mean d. Uhen the server once again becames available, he finds that a
number of new custamers have joined the system and so it appears to him that
a bulk arrival has taken place., Assure also that the interval between the
end of one of these "down” times and the start of the next is exponentially
distributed with mean .

The queueing time for the job can be thought of as the sum of two in-
tervals: the time between the arrival instant and the first time the server
becomes available, and from this time until the job leaves the system, The
neanlmqthofthefirstimliseuuycalmhtedmbe-;r—-_—-
mfi:ﬂﬁ»mlaaﬁ:atﬂaaaaﬂhmlwemmtoligh:gulmmd\.
We telescope the time axis to reduce all of the server "down" intervals to
zero length but keep the number of arrivals the same in each interval, On
the new time axis, the set of arrivals leaving a down time amnears as a bulk
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arrival, The generating function for the bulk size is easily calculable,
Now solve for the mean waitina time, ¥, for a job in this "virtual” time
frame, The virtual waiting time and the actual waiting tm,ﬁ;, Are related
byﬁh-i-ijyg. The mean queueing time for a job is just the sum of the
means of the two intervals described,

Other situations in which servicing of a class nf jobs is interrupted
can be apnroached in this manner., For example, nriority queueing models
with arbitrary service disciplines. The anproach has already been applied

to the analysis of feedback queueing models for timn-shared systems (4],

2. MOOEL
Formally, the parameters of the mndel are:
1) the interarrival times are exponentially distributed with the mean
interarrival time A, i.e.,
P(interarrival tire < t] = 1 - &t t>o

2) the distrihution of required service time in the CMtJ, B(t)

1 - a(t)e'et octet,
is assumed to be of the form B(t) =

0 t2t

vwhere q(t) is a polynomial in t of degree n. This of course, in-
cludes the exponential service time distribution when q(t) = 1,

3) ﬂ\edhtrﬂntimofa,theb\nksizeisarbimxywithmn;.

The generating function of a is G(z) = Z ziPla" il.
i=o

4) the queueing discipline is processor-sharing, i.e., the limit of
the round-robin discipline as the quantum size aprroaches zero.
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We want to solve for the mean queueing time to service a job requiring
T seconds of service. This is denoted by T(1).

3. AN INTEGRAL BQUATION DESCRIBING AVERAGE RESPONSE TIME

We approach this problem by first considering a discrete time system
with quantum size q > 0. We assums that arrivals and departures take place
anly at times that are integral multiples of q. For smll q any continuous
distribution can be approximated. By letting q approach 0 equations for
continuous time systems can e found.

Let n(iq) = the mean mmber of jobs in the systam with ig seconds of
attained service when a tagged job arrives.

oinﬂnmntythnajobmd\humimmm
of service will require more than (i + 1)q seconds of
sexvice.

a = the mean bulk size of arrivals.

b = the msan mmber of arrivals with a tagged job.

Since we intend to let q approach 0, the position of the tagged job
with respect to the jobs that arrive in the same group is not important. We
will assume for convenience that the tagged job is the last job in the group.

The mean time until the tagged job has received its first quancum of
sexvice is given by

TI-Zn(jq)q+bq+q
J=0
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N Inml.tho-muxmm(i-l)“mdimq\nntmofsexvice
to the tagged job is given by

T, = (n(99)0,0, .4 cec 0, . Q)
i jz-o 5 9+l J+i-2

+ Z; (xa'l‘j 0g0q oo °1-j-2q’
+4q+ b[c:ocs1 oo °1-llq (1)

The first teou represents the time required by those jobs which were
initially in the system and will still be there after the tagged job has
received i - 1 quanta of servics. The second term is the contribution due
to jobs that have arrived since the tagged job entsred the system. The
third term is dus to the tagged job itself. The last term results from
those jobs which arrived with the tagged job and require more than i - 1
quanta of service.

Dividing both sides of Bj. (1) by g we get

T [ _J

i
L — % ] ( ) oo e

q jz:n n(3Q)004) oo 99442

i-1
+ ;; Aa'rjoool oes °1-j-2

+14Dboyo; «e0 04, (2)
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let ig= 1t and jg=x. Then as q + 03

T
i, - aT(71)
R

9.6 . o l1=B(x+1)
3 I+l °°° Tiei-2 I - Blx)

n(jq) + n(x)
Og0y *o* O4_g-2 * 1 - B(r = x)
0g0y +++ 43 * 1 = B(1)
Therefcre as q + 0 Bq. (2) becomes

T (x) = f n(x) l—i%(g-é}ldx
0

Y
+ Aaf T (x) (1 - B(t - x) Jdx
0

+ 1 +Db[l -B(7)]
Fram Kleinrock and Coffman (6] we also have that
n(x) = Aa[l - B(x)]T* (x)

Substituting for n(x) we have

T (1) = xif T (x) (1 = B(x + 7))ax
0

T
+ ﬂf T (x) [1 - B(r - x)lax
0

+ 1+ Dbl - B(r)] (3)
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In terms of the generating function G(z) for a, we haw that a = 5'(1),
The value of b can also be expressed in terms of G(z). Oonsider that the
tagged job is selected at randam fram the arrivals to the qurueine svstem.
Then the probability that the job is selected fram a bulk size of n <sahs 1is

given by fa =n) (5
a

Therefore b + 1 = ; - nPla_' nl _ ~E(321 LG +6' (1) Gl

¢ - F PEa

It remains only to solve the inteqral equation, By. (3).

4. SOLUTION OF THE INTEGRAL POUATION
In this section we solve the integral equation (3) for the average
response time T(t). Recall that we have restricted the service time dis-

tribution B(t) such that

e“etq(t) o<t <t
With 1 - B(t) =
o t>t

vwhere q(t) is a polynamdal of degree n.
Then Bg. (3) becames

t,-t
T (1) = xi/ 1 (x)g(x + 1)e W O g
o

T

+ 2 j; ™ ()t - x)e ™ (TX¥) gy

+ bg(t)e™ +1 (4)
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After multiplying Eo. (4) by €*T, it mav be rewritten as

tl-‘l’
T (1) = 22 f e'"xq(r + X)T* (x)dx
(o]

T
+ )a /(; e a(r - x)T* (x)dx

+ bg(r) + P )

Let D denc*e the differential operator d/dr. Differentiating Iz. (5)
n + 1 times, we get

o0™l(!Tr (1)) = 22 f a™ (0" ¥ (e" 1 (1)
k=0

-ut
- )a £ e 3% (!:I)D""k(e‘"‘l"(t1 - 1)+ ™M
k=0

x)

where q is the km derivative of a. Now, multiplying by e"", the result

can be put in the form

1

. PR
0,DIT' (r) + 0, (DIT* (&) = 1) = u (6)

where OO(D) and 01 (D) are linear differential operators with constant co-
efficients, given bv the following formulas:

=

0 = (€ +w™ 23 T g™ (@ + 0™*
k=0

_a v .
0 ) =23 3 e 1,00 (€)) (€ + W)™
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molacimtbytl-tinm. (6), we get
0y (-DIT (1) +0_(-DOIT* (&) - 1) = ™!

Aopay -01(0) to this eguation, Oo(-D) to (2), and adl. Then we have

0,(D)T* (1) = (g (0) - 0, (1™ )

0,(6) = OO(C)OO(-C) = 0, (£)0, (=€)
Since Q, (£) is unchanged when £ is reolaced by -f, its roote occur in
pairs (am. -am),m-l. eeeo N+ 1, and

1™ o
€ = D)™ 0 (€ -a)
Q; i Oy

For general g(t), these roots are distinct and non-zero. Then the general
solution cf Bq. (7) in

T' (1) ~ o +Z (l\“ce-%‘t B‘%) (8)

where the constant a, is given by

n+l
ao - IOO(O) - 01(0)lu /02(0)

vhich can be reduced to

where t is the mean of B(t).

A formula ftx"l"(!:l - 1) follows from Bq. (8) by replacina t bytl -
Using these espressions in En. (6), and equatina the coefficient of each
exponential to aero, we get the conditions
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Oo(%) . rhe-%tlol(na) =0, m=1, ..., n¢+1
which we can satisfv by nutting
An = Cno %!

t

nn--cme-%‘ e, m-1, c.one+l

-a (tl-w)

T'(T) = — (9)

'
(0, (a,)e -0 fla)e
l-nt zc' % 1%
This expression for T'(t) must be put in the original intearal BEq. (4)
to determine the coefficients Cl. cees cml' Oollectina the coefficients
of the various epaonentiais which arise, we get the followinag system of

equations:

\a ﬁ G [0, () + o 1 ()] l — q.,i - *1%’7

b, =1
- ; (10)

0, 4=2, ..., n+1

In eressing the solution of this systam by determinants, only the
determinant of the coefficients, and the cofactors of the coefficients with
j = 1 are needed. These can he aiven mxnlicitly:




1 1
(v - %)1 u+ %)j ] m,§=1,...,n+l

A-cht[

1 1
7{n+2) (n+1) (n+l) (n+1)
2 (-1)%\ apeera j[’l( o - o)

ﬂl(u 2 Ml

and a typical cofactor is

1‘
- det
"1 [u-u)j (u*om)j]

2.}0»2) (nel) (_n;\wn%m%ﬂ}\wn jﬂ:z -
) , “J—i o? - ady™
We have
AaC, [0, (a)) + c-altlol (@)} = ba,y/8
n b? - ui)'"1
20, 1, 2 - o
= 07 - ™1/ 03 a))

and the other coefficients have similar formilas. Using these in Bg. (9),



2.n4l a1 -om(tl-t)
_ b qn) ) Qo(qn)e - 01(%)e

= - = ; t
1 -)at la 05 (a) o (o) + e-ﬁ“ 1Q1 (a,)

2
b (L -

T 1) = (11)

This last equation is the solution to Egq. (3) which we are seeking. It
is interesting to cbserve that for the non-bulk arrival case (i.e.,
Pla= 1] = 1), Eq. (11) reduces to

T'(t) = lf_o'

0 = \aju

This is the well-known result for single Poisson arrival to a round robin
processor sharing system with arbitrary service time distribution (7).

S. AN EXAMPLE

Ietq(t)-laxﬂtl--sotmtﬂ\eservicetinesametpamthuy
distributed. Then

Q(E) =E+u-)a
Q) = o
0,(6) = 1 = 2 + %2 - ¢2

The roots of 0,(£) are t (u- Aa) = ¢ a,



Therefore

2 2 -7
(" - ay) (a, + u - Aa)e
T e—L b i L ]

1-2aA la . =20, o1+u-x5

-, T
T b (uz-ai)(u1+u-xa)[e 1 -1]

T » ——0—— - — p-
l-2apn Ja (-Zul) (-ol) (°1 +u - )a)
or
x b | w?- u-amda - e W2l
T(T) & ———+ — =
l-2a/km )l 2(u - Aa)

Figure 2 shows this average response function for the case A = 0,75,

u= 1.0, a = 0,385, b = 0.746. The parameters inthis example were chosen
to correspond with an example from Reference (4). Also shown is the
solution for the non-bulk arrival case with the same service time distribu-
tion and the same mean arrival rate.
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AVERAGE RESPONSE TIME, T(t)

=3
p

RR WITH SINGLE ARRIVALS

A comparison of Average Respense Times for the Bulk Arrivel and Single
Asrivel Coees with Exponentiel Serviee Times;

Single Arviweix A= 0.208, s~ 10, p = 0208
Sulk Aviweie A=078, x°=18, p=0I08, §=0.308, b*=.74
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6. OONCLUSION

The processor-sharing queueing model with bulk arrivals has been
studied. An integral equation, Eq. (3), describing the mean queueing time
for a job requiring t seconds of service was developed which is valid for
arbitrary service time distributions. This inteqral equation was solved in
Section 4 far a class of service time distributions which includes the

expenential distribution. The application of the bulk arrival model to
queueing systems with periods of server unavailability were indicated in
Section 1.
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PROCESSOR-SHARING QUEUEING MOLELS OF MIXED SCHEDULING DISCIPLINES
FOR TIME-SHARED SYSTEMS*

by L. Kleinrock and R. R. Muntz

Camputer Science Department
University of California, Los Angeles, California

ABSTRACT

Scheduling algorithms for time-shared camputing facilities are
cansidered in temms of a queueing theory model. The extremely useful limit
of "processor-sharing” is adopted, wherein the quantum of service shrinks to
zero; this approach greatly simplifies the prablem. A class of algorithms
is studied for which the scheduling discipline may change for a given job as
a function of the amount of service received by that job. These multilevel
disciplines form a natural extension to many of the disciplines previously
considered.

The average response time for jabs conditianed on their service require-
ment is solved for in this paper. Explicit solutions are given for the
system M/G/1 in which levels may be first-come-first-served (FCFS), feedback
(FB) or round-robin (RR) in any order. The service time distribution is
restricted to be a polynomial tines an exponential for the case of RR.

Exanples are described for which the average response time is plotted.
These exanmples display the great versatility of the results and demonstrate
the flexibility available for the intelligent design of discriminatory treat-
ment among Jabs (in favor of short jobs and against long jobs) in time-shared

camputer systems.

*This work was supported by the Advanced Research Projects Agency of
the Department of Defense (DAHC-15-69-C-0285).
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PROCESSOR-SHARING (QUELEING MODELS OF MIXED SCHEDULING DISCIPLINES
FOR TIME-SHARED SYSTEMS*

by L. Kleinrock and R. R. Mmtz

Computer Science Department
University of California, Los Angeles, California

1. INTRODUCTION

Queuveing models have been used successrully in the analysie of time-
shared computer systeme since the appearance of the first applied paper in
this field in 1964 [1]). A recent survey of this work is given by MKinney [2].
One of the first papers to omnsider the effect of feedback in queueing systems
was due to Takacs (3].

One of the goals in a time-shared camputer system is to provide rapid
response to those tasks which are inter-active and which place frequent,
but small,demands on the system. As a result, the system scheduling algo-
rithm must identify those demands which are small, and provide them with
preferential treatment over larger demands. Since we assume that the
scheduler has no explicit knowledge of job processing times, this identifi-
cation is accamplished implicitly by "testing” jobs. That is, jobs are
rapidly provided small amounts of processing and, if they are short, they
will depart rather quickly; otherwise, they will linger while other, newer
jobe are provided this rapid service, etc., thus providing good response to
small demands.

Generally, an arrival enters the time-sharad system and campetes for
the attention of a single processing unit. This arrival is forced to wait

*This work was supported by the Advanced Research Projects Agency of
the Department of Defense (DAHC-15-69-C-0285).
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in a system of queues until he is permitted a quantum of service time; when
this quantum epires, he is then required to join the systesm of queues to
await his second quantum, etc. The precise model for the system is developed
in Section 2. In 1967 the rnotion of allowing the quantum to shrink to zero
was studied [4) and was referred to as "prrcessor-sharing®, in 1966 Schrage
{18) also studied the zero-quantum limit. As the name implies, this zero-
quantum Limit provides a share or portion of the processing unit to many
customers simultanecusly; in the case of round-rabin (RR) scheduling (4],
all custamers in the system simultanecusly share (equally or on a priority
basis) the processor, whereas in the feedback (FB) scheduling (5] only that
set of custamers with the smallest attained service share the processor. We
use the term processor-sharing here since it is the processing unit itself
(the central processing unit of the camputer) which is being shared among
the set of the custamers; the phrase "time-sharing” will be reserved to imply
that custamers are waiting sequentizlly for their turn to use the entire
processor far a finite quantum. iIn stidying the literature one finds that
the aobtained results appear in a rather complex form and this camplexity
arises fram the fact that the quantum is typically assmmed to be finite as
opposed to infinitesimai. When one allows the quantum to shrink to zero,
giving rise to a processor-sharing system, then the difficulty in analysis
as well as in the form of results disappears in large part; one is thus
encouraged to consider the processor-sharing case. Clearly, this limit of
infinitesimal quantum® is an ideal and can seldam be reached in practice
due to overhead considerations; nevertheless, its extreme simplicity in
analysis and results brings us to the studies reported in this paper.

The two processor-sharing systens studied in the past are the RR and

*This limiting case is not unlike the diffusion approximation for
queues (see, for example, Gaver (15]).
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the FB [4,5). Typically, the quantity solved for is T(t), the expected
response time conditioned on the custamer's service time t; response time
is the elapsed time fram when a customer enters the system until he leaves
campletely serviced. This measure is especially important since it exposes
the preferential treatment given to shoxrt jobo at the expense Sf the long
jobs. Clearly, this discrimination is purposeful since, as s“ated above,
it is the desire in time-shared systems that smel) requests should be
allowed to pass through the systam quickly. In 1969 the distribution for
the response time in the RR system was fouwd (6]. In this paper we conside.
the case of mixed scheduling algoritime whereby custamers are treated
accarding to the RR algoritims, the FB algoritim, or first come first sexved
(FCFS) algarithm, depending upon how much total service time they have al-
ready received. Thus, as a custame. proceeds through the system cbtaining
service at varicus rates he is treated according to different disciplines;
the palicy which is appliod anong custamers in different levels is that of
the FB system as explained further in Section 2. Thus, natural generaliza-
tion of the previously studied processor-sharing systems allows one to
create a large mmber of new and interesting disciplines whose sjlutions
we present.

A more restricted study of this sort was reported by the zuchors in
(16]). Here we make use Of the additional results fram (11] to generalize
our analysis.

2. THE MODEL
The model we choose to use in representing the scheduling algoritims

is drawn fram queueing theory. This corresponds to the many previous models
studied (1,2,4,5,6,7,8,18], all of which may be thought of in terms of the
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stru.ture shown in Pig. 2.1. In this figure we indicate that new requests
enter the system in queues ypon arrival. Whenever the computer's central
processing unit (CPU) becomes free, some cus’~mer is allowed into the service
facility for an amount of time referred to as a quantum. If, during this
quartum, the total accumilated service for a customer equals his required
service time, then he departs the system; if not, at the end of quan tum,
mqmmwmmmotm—mmumwmu' ) for
additional service. The system of queues may order the cus
to a variety of differ=it criteria in order to select the next to
receive a quantunm, lnmhm.w”mtﬁnauywmdm
evaluating this criterion is the amount of attained service (total service
so far received).

In order to specify the scheduling algoirthm in terms of this model, it
is required that we identify the following:

a. The customer interarrival time distribution. We assume this to be
exponential, i.e.,

Plinterarrival time < t} =1 - o't t>0 (2.1)

where )\ is the average arrival rate of custamers.
b. The distribution of required service tire in the CPU. This we

assume to be arbitrary (but independent of the interarrival times). We thus

assume
P(service time < x]) = B(x) (2.2)

Also assum 1/u = average service time.

c. The quantum size. Here we assume a processor-shared model in which
customers receive an equal but vanishingly small amount of service each time
they are allowed into service. For more discussion of such systems, see

4,6,7,18).
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d. The system of queues. We consider here a generalization and con-

solidation of many systems studied in the past. In particular, we define a
set of attained service times hi} such that

o-.°<a1<a2<...<au<am1-w (2.3)

The discipline followed for a job when it has attained service, 1, in the
interval

ai-l S 1T < .i i - 1.2....'“ + 1 (2.‘)

_ denoted as Di.ihmider Dy for any given level i to be
dﬂ:rz FIRST COME FIRST SERVED (FCFS); PROCESSOR SHARED-FB_ (FB): or
ROUND-ROBIN PROCESSOR SHARED (RR). The PCFS system nesds no explanation,
the FB system gives service next to that customer who so far has least
attained service; if there is a tie (among K customers, say) for this
position, then all K menbers in the tie get served simultancously (each
attaining useful service at a rate of 1/K sec/sec), this being the nature
of processor sharing systame. The RR processor sharing system shares the
service facility among ali customers present (say J custamers) giving
attained service to each at a rate of 1/J sec/sec. Mreover, between
intervals, the jcbs are treated as a set of FB disciplines (i.e., service
proceeds in the i level only if all levels j < i are empty). See
Pig. 2.2. For example, for N = 0, we have the usual single-level case
of either FCFS, RR, or FB. for N = 1, we could have any of nine disci-
plines (FCFS followed by FCFS, ..., RR followed by RR); note that FB followed
by FB is just a single FB system (due to overall FB policy between levels).
As an illustrative example, consider the N = 2 case shown in Pig. 2.3.
Ay new arrivals begin to share the processor in a RR fashion with all
other customers who 80 far have less than 2 secands of attained service.
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Custamers in the range of 2 < 1 < 6 may get served only if no customers
present have had less than 2 seconds of service; in such a case, that cus-
tamer (or custamers) with the least attained service will proceed to occupy
the sorvice in an FB fashion until they either leave, or reach 1= 6, or
some new customer arrives (in which case the overall FB rule provides that
the RR policy at level ] preempts). If all custarers have 1 > 6, then
the "oldest” customer will be served to campletion unless interrupted by a
new arrival. The history of some custamers in this example system is shown
in Fig. 2.4. We denote customer n by Cn. Note that the slope of attained
service varies as the nunber of customers simultaneously being serviced
changes. We see that c requires 5 seconds of service and spends 14 seconds
in system (i.e., response time of 14 seconds).

So muxch for the system specification. We may summarize by saying that
we have an M/G/1 queueing system*® model with processor sharing and with a I
generalized multilevel scheduling structure. ' 1

|

The quantity we wish to solve for is

T(t) = E{response time for a custamer requiring a
total of t secands of attained service) (2.5)

We further make the following definitions:

T,(t) = E{tim: spent in interval { (a,_,,a()

for wstomers requiring a total of ¢t
seconds of attained service) (2.6)

W1 denotes the single-server queueing system with Poisson arrivals
and arbitrary service time distribution; similarly M/W/1 denotes the more
special cese of exponential service time distribution. One might also think

of our processar-sharinc system as an infinite server sodel with constant
overall service rate.
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We note that

'ri(t) = T, (t') for t,t' > a, 2.7

Furthermore, we have, for a, _, < t < a, that

X
T(t) = 121 T, (t) (2.8)

Also we find it convenient to define the following quantities with respect

to B(t):
x -
cg.j B(t) + x _/' aB(t) (2.9)
(- x
X 2
2./ can+2f an 2.10
o x
Oex ™ a‘c'q (2.11)

l:! (2.12)
S e :

Note that "x represents the expected work found by a new arrival in the
systam M/G/1 where the service times are truncated at x.
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3. RESULTS FOR MILTILEVEL QUELEING SYSTEMS
We wish to find an expression for T(t), the mean system time (i.e.,
average response time) for jobs with service time t such that

a,) <t<a, i.e., jobs which reasch the i level queue and there leave
the system. To acomplish this it is convenient to isolate the i level
to same extent. We make use of the following two facts.
1. By the assumption of preemptive priority of lower level queues (i.e.,
FB discipline between levels) it is clear that jabs in lewvels higher
than the i level can be ignored. This follows since these jobs

cannot interfere with the servicing of the lower lewvels.

- level queue and

2. We are interested in jobs that will reach the i
then depart from the system before passing to the (i + 1)°% level. e
system time of such a jab can be thought of as occurring in two parts.
The first portion is the time from the job's arrival to the queueing
system until e group at the i level is serviced for the first time
after this job has reached the i level. The secand portion starts
with the end of the first portion and ends when the job leaves the
systamn. It is easy to see that both the first and second portions of
the job's systen time are unaffectad by the service disciplines used
in levels 1 through { - 1. Therefore, we can assure any convenient
disciplines. In fact, all these levels can be lumped into one equiva-
lent level which services jobs with attained service between 0 and

a ., seconds using any service discipline.

From (1) and (2) above it follows that we can solve for T(t) for jobs
that leave the system fram the im level by considering a two-level system.
The lower level services jobs with attained service between 0 and a2

whereas the second level services jobs with attained service between a, ,
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andai. Jobs that would have passed to the i+15t level after receiving

a, seconds of service in the original system are now assumed to leave the
system at that point. In other words the service times are truncated at a;.
3.1 1% Level Discipline is F®
onsider the two-level system with the secand level corresponding to

the 1t‘h level of the original systan. Since we are free to choose the

discipline used in the lower level, we can assume that the FB discipline is
used in this level as well. Clearly the two-level system behaves like a
single lewl FB gystem with service times truncated at a,. The solution
for such a system is known (5,9):

t <t
() = + (3.1)
T=%¢ * 20-07

3.2_i" Level Discipline is FOFS

Consider again the two-level system with breakpoints at a, , and a,.
Regardless of the discipline in the lower level, a tagged job entering the
system will be delayed by the sum of a) the work currently in both lewels
(-wai)plm.b)mynuurivnhtnﬂnlomlmlmduringﬂwmm

(average T(t) ) this job is in the system. These new arrivals form a Poisson

process with parameter ) and their contribution to the delay is a random
varisble whose first and second moments are t,  and 2‘ respectively.
i-1 i-1

Tus we have

T(t) =W+ At T(t) + ¢
&y 841

45



T(t) = y=— (3.2)
where Wa, is given by Eq. (2.12). It is also possible to use these
methods for solving last-come~first-served and random order of service at
any level.

3.3 i Level Discipline is RR

In this case, our results are limited in the im interval to service
time distributions in which

~fix
B(x) = 1 - p(x)e a ) Sx<a (3.3)
p(x) = Po + PyX+ ... ¢ pnx" (3.4)

The service time distribution F(x), for this ith interval is then

B(a 4+ x) - B(a, ,)
i-1 I U -8x )
1 -Bla_)) LS SIS OsXx<ay -8
A (3.3a)
1 x> a‘ - 11_1
vhere
-fa
-1
x) = : Pl P axe... s » (3.4a)
q 1-Ba,_) Qo * QX + ... + q; .

Thus we permit in this interval, service time distributions of the form:

1 minus a polynomial of degree n times an exponential. The analysis of
this system appears in (l1); we make use of these results below. Neverthe-
less, we develop our analysis as far as possible for the case of general

B(x) before specializing to the class given by Egs. (3.3) (3.4).
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Wz start by considering the two-level system with breakpoints at ai-l
and a,. Consider the busy periods of the lower lewvel. During each such
busy period there may be a number of jobs that pass to the hignher level.
We choose to consider these arrivals to the higher level as ooccwrring at
the end of the lower level bisy period so that there is a bulk arrival to
the higher level at this time. We also choose to temporarily delete these
lower level busy periods from the tine axis. In effect we create a virtual
time axis telescoped to delete the lower level busy periods. Since the time
from the end of ane lower level busy per.od to the start of the next is
exponentially distributed (Poisson arrivalsl!), the arrivals to the higher
level appear in virtual time to be bulk arrivals at instants generated from
a Poisson process with parameter ).

Oonsider a tagged job that required t=a, +7 secords of servioce
(0<tca; -a; ;). Let a be the mean real time the job spends in the
system until its arrival (at the end of the lower level busy period) at the
higher level queue. Let oz('r) be the mean virtual time the job spends in
the higher level queue.

o can be calculated as follows. The initial d:lay is equal to the
mean work the job finds in the lower lewvel on arrival plus the a;_, scconds
of work that it contributed to the lower level. Therefore

a =W + 1t +a
1 A, a1_1°1 i-1

- 1 fw | (3.5)
3 IT%:' a .1-1’
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If a,{1) is the mean virtual time the job spends in the higher level,
we can easily convert this to the mean real time spent in this level. 1In
the virtual time interval oz(r) there are an average of Aoz(r) lower
level busy periods that hawe been ignored. Each of these has a mean length

E“‘i—l
ofIT-. Therefore, the mean real time the job spends in the higher

i-1
level is given by
t“i-l a (1)

o (1) + Aay(1) p=—s - =3 (3.6)
A1 Qa1

Conbining these results we see that a job requiring t=a , +1
seconds of service has mean system time given by

]

T(a; , + 1) = m:— wai-l ta, t ol (3.7)
i-1

The only unknown quantity in this equation is 02(1). To solwe for
a(1) we must, in general, consider an W/G/1 system with bulk arrival and
RR processor sharing. The only exception is the case of RR at the first
level which has only single arrivals. Since the higher level queues can be
ignored, the solution in this exceptional case is the same as for a round-
robin single level systam with service times truncated at a. Therefore,
from (8] we have for the first level

Y = oo 0Oct<a (3.8)
Ql

Let s now consider the bulk arrival RR system in isolation in order

to solve for the virtual time spent in the higher level queue, 02(1). The
service time distribution for this bulk arrival system is
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8(.1.1 + x) - B(.i-l)
T-8la )

0<x<a -a_,

F(x) =
1 xgai-ai_l

Note that the utilization factor for this bulk system is

is the mean of

where a is the mean mmber of arrivals in a bulk and %

the distribution F(x). Let us begin by solving for a. 1'miswd>ﬁor
the general case a,_), a,. a is just the mean nunber of jobs that arrive
during a low level busy period and require more than a seconds of
service. Therefore a must satisfy the equation

a=)t, a+[l-Ba)]l (3.10)

i-1

In this equation At is the mean nutber of jobs that arrive during the
i-1

service time of the first job in the busy period. Since each of these jabs

in effect generates a busy period, there are an average of AEQ a
i-1

arrivals to the upper level queue due to these jobs. The second term is
just the average number of times that the first job in the busy period will
require more than a, , seconds of service.

Clearly then
- 1 - B(ai-l)
as IT (3.11)
i-1

In {11), an integral equation is derived which defines a)(t) for the
RR bulk arrival system; we repeat that equation below

’
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aj(t) = \a (x)(1 = P(x + 1))

°i
j cz(x)ll = F(t = x))dx
o

+1 +Db[]l - p(t)) (3.12)

where a, (1) = da, (r)/dr, and b = mean rumber of arrivals with the tagged
job, The solution to this intsgral equation for the restrictad service

time distributions as given in Bgs. (13a) and (34a) is also given in [(11],
and for our problem takes the form

] °‘2‘Yn’
-, Y,.Y
, Qi 11 = &™) - 0y (xle e - 1 (3.13)
w [ ]
Q,(v,) ¢ e ’hol(vnnv,.
vhere
X °8 = 8a (3.14)
n Ay
Q) = (x+ 8™ - d é 7" o) (x + 9™ (3.15)
n
Qi) =23 ) o1, K) c,) (x + Y R (3.16)
k=0
N, (x) = Q_(X)Q (-x) = O (X)Gy (=) (3.17)
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and where Bg. (3.17) has roots (ococuwrring in pairs) X® Yo Y, for
m=1,2 ...,n+1 and the notation £X)(y) denotes the k' deriva-
tive of f with respect to its argument ewaluated at a value vy.

In the solution for 02(1) given in Bg. (3.13), we are required to
compute b(= mean mmber of arrivals with a tagged job). This we do by
first deriving an eqpression for

Glz) £ ¥ Plbulk sise = k;zX (3.18)
k=0

vhich is the probabilit’ generating function (z-transfoem) for the bulk
size. Either by direct arqumsnts based upon busy periods or by use of the
method of collective marks (12), we readily arrive at

* a3 -2
Glz) = (1 - a(ai_l)lzjg _iFL° =116(2))3

-1 3
; a)d e 09 dance
+ (.1-1)[-{,. ;2 %TL e (3(z)) “.:)IT ] (3.19)

In By, (3.19) the first term is conditioned on the assmuption that the
mwwmmmuwimm@'mn
the sacond term assumes that he doss not reach lavel i, Py, (3.19) reduces
to

G(z) = (1 - Bla;_,)])2e +

841 =2t(1=G(2))
f ¢ M) (1.20)
0o

Por arbitrary B(x), we cannot reduce this last exwession any further,
Nevertheless, we can cbtain momants fram it. In particular, from the
dafinition of a, we obtain

S1

A i T G i




- 1 - B(a;_,)
a-(‘,'(z)l I‘——il—-

z=] 1 =)t
3.1
which is exactly as obtained by more direct arquments in B, (3.11).
However, we are seeking b, For this we must calculate

2.2

2)\a . (1 =-p ) + 2%t ] (3.21)
[ i=1 <a;) @)

Now since the mean group size (1 + b) of a tagged custamer's group is
related to the bulk size distribution as the mean spread is related to the
inter-event distribution (namely the mean sprezd equals the second mament
of the inter-event interval divided by the first mmunt) [13], we have

l+b_secmdmmtofb\11ksize

maoment of b size 3.22)
aor
G"(z)
b= |

2) ml (3.23)

From Bg. (3.20) we get
bey—a—{[20a,_ -0, )+ 222 ] (3.24)

P, | 31 31

Having solved for a,(t) we may now substitute back into Fq. (3.7)

which solves the case when the ith

level discipline is RR and service
time is of the form given in Bqgs. (3.3a) and (3.4a). (Note that for i =1,

the solution given in Eq. (3.8) is good for any B(x).)
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It is instructive to display the solution for T(t) explicitly in a
special case for our ith level RR discipline. We choose the multilevel
system with M/W/1 and solve for T(ai_l + 1) after substituting 02('[)
into Eq. (3.7). Note for M/W1 that q(t) = 9, = 1. Also, fram Egs.
(3.14 - 3.17), and choosing B8 = |,

Q (%) = x +u = ra (3.25)
Q, (x) = \ae ! (3.26)
2 o= =2 =2ux 2
Qz(x) = u°=2uda + M) (1l ~e ) = x (3.27)
thus the roots of Qz(x) are
- - =ZUx
£y =t /uz -2na+ (@21 -e I (3.28)
and
1 *» 1 -
Fi u(l e ) (3.29)

thus from these and BEq. (3.13), we get

T

a,(t) =

2 ] - aak
L1

- - T o =y )x, vt
b(uz-yli)_[(yl-'-u-)\a)(l-e 1y e 1 lEel -1)] 30
LN 3.

2)\3712[71 +p=-2a -e

+
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Also from Eys. (2.9) ard (2,10) we obtain

= 1 =Hx

B = {1 = ™) (3.31)

:.7« « 201 - &™) (3.32)
u

We may substitute these last two equations into Egs. (3.11) and (3.24) te
obtain a and h explicitly., Also, we note from Eqs. (2,12) and (3.32) that

-ua,_ -va, _
A\l - e il'“‘i—l‘ i-1,
W, = (3.33)

a -pa,_
1 n-la-e i-1y,

Finally, we may substitute this expression for Wai X and By. (3.30) which
gives a, (1) into By. (3.7) vhich gives us the explicit form for T(1).

4. EXAMPLES

In this section we demnstrate through examples the nature of the
results/we have cbtained. Recall that we have given explicit solutions for
our general model in the case M/G/1 with processar sharing where the alloved
scheduling disciplines within a given level may be FCFS or FB; if the dis-
ciplineisRﬁ, it may be at level 1 and if it occurs at level i > 1, must
be of the form given in Egs. (3.3a) and (3.4a).

We begin with four examples from the system M/M/1. As mentioned in
Sectimz,weha\_;eninedisciplinesforthecase N = 1. This cames about
since we allow any one of three disciplines at level 1 and any one of three '
disciplines at level 2. As we have shown, the behavior of the average
conditional respense time in any particular level is independent of the
discipline in all other levels; th;s we have nine disciplines. In Fig. 4.1
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we show the behavior of each of the nine disciplines for the systam N = 1.
In this case we have assumed u =1, A = 0.75, and a = 2. From BEg. (3.1)
we see that the response time for the FB system is completely independent
of the values a, and therefore the curve shown in Fig. 4.1 for this re-
sponse time is applicable to all of our M/M/1 cases. Note the inflection
pointinthiscurveandthattheresponsetinegrowslinearly'as t » o
(a phenomenon not abservable from previously published figures but easily
seen from Eq. (3.1)). As can be seen fram its defining equation, the re-
sponse time far FCFS is linear regardless of the level; the RR system at
level 1 is also linear, but as we see fram this figqure and from Eq. (3.13)
the RR at levels i > 1 is nonlinear. Thus one can determine the behavior
of any of nine possible disciplines from Fig. 4.1. Adiri and Avi-Itzhak con-
sidered the case (FB, RR) [14].

Continuing with the case M/M/1, we show in Fig. 4.2 the case for N = 3
where D, = RR, D

1 2

chosen ai=i and p=1, A= 0.75. We also show in this figure the case

= FB, D3=FCFS,andD4=RR. In this case we hawve

FB over the entire range as a reference curve for camparison with this dis-
cipline. Note (in general for M/M/1) that the response time for any disci-
pline in an given level must either coincide with FB curve or lie above it
in the early part of the interval and below it in the latter part of the
interval; this is true due to the conservation law (1s].

The third example for W/M/1 is for the iterated structure Di = FCFS.

Once again we have chosen u =1, A = 0.75, andai i. Also shown in this
figure is a dashed line corresvonding to the FB system over the entire range.
Clearly, one may select any sequence of FB and FCFS with duplicates in
adjacent intervals and the behavior for such systems can be found from

Fig. 4.3. It is interesting to note in the general M/G/1 case with Di = FCFS
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that we have a solution for the FB system with finite quantum q; =a; =a
where preemption within a quantum is permitted! .
Our fourth example is for an M/M/1 system with Di = RR and is shown
in Fig. 4.4. Here we use the explicit form for T(1) derived from Egs.
(3.7), (2.30), and (3.33). We maintain the same value p =1, A = 0.75,
= 2, a, = 5. T(t) for this sytem is shown in Fig. 4.4.
We leave M/M/1 now axd give two exanples for M/G/1. For the first

3
acanplewedioosethesystenmz/lwiﬁ} N=1. In this system we have

% = (211)2:«3'2ux x>0 : (4.1)

Wenoteﬂutﬂmenaanserviceuneherelsagamglvmbyl/u.thesecond
moment of this distribution is 3/2u . We calculate -

- 1 =212, . 2 4.2
t“"il-i- e 1+ uai+2(ual)] : (4.2)

=l

We choose the system N =1 with D1=RRandD2=l~‘CI-'S.§Ebrthecasa
al=l/2u, /v, 2/u, 4/y, and « with u=1 and A=0.’é5 we show in
Fig. 4.5 the behavior of this systcom, :

The last exanple we use is for the following se.rvicetinedistribution:

1
bl(x) S = L ' (4.3)
e 3 <X
as shown in Fiy. 4.6. In this case, E1=%' i?l=l, t':=%, t?=-§
<i <5 6
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We choose the system D = FCFS, D, = RR, and D, = FCFS with a, =3,

a,=3, and A=0.75. The perfammance of this system is given in Fig. 4.7.
These exanples demonstrate the broad behavior obtainable from our

results as one varies the appropriate system parameters. In all cases the

system discriminates in favor of the short johs and against the longer jobs.

5. OCONCLUSION

Our purpose has been to generalize results in the modelling and analysis
of time-shared systens. The class of systems considered was the processor-
sharing systems in which various disciplines were permitted at different
levels of attained service. The principle results for M/G/1 are the
following: (1) the performance for the FB discipline at any level is given
by Eq. (3.1); (2) the performance for the FCFS discipline is linear with t
within any level and is given by Bqg. (3.2); (3) the performance for the RR
discipline at the first level is well known [8] and is given by Eq. (3.8);
(4) an integral equation for the average conditional response time for RR
at any level (equivalent to bulk arrival RR) is given by Eq. (3.12) and
remains unsolved in general; however, for the service distribution given in
Egs. (3.3a) and (3.4a), we have the general solution given in Eq. (3.13) as
derived in [11]. We further note tha* the average conditional response time
at level i is independent of the queueing discipline at all other levels.

Examples are given which display the behavior of some of the possible
system configurations. From these, we note the great flexibility available
in the multilevel systems. From the examples in Section 4, we see that
considerable variation fram previously vtidied algorithms is possible so
long as the mumber of levels is less than a small integer (say 5); however,

we see that as N increases, the behavior of the ML systems rapidly approaches
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that of the pure FB system.

Examination of the envelope of the miltitude of response functions
available with the ML system has suggested that upper and lower bounds in
system perfcrmance exist; this in fact has been established and is reported
in [19].
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Figure 4.4. Response Time for Example of D, = RR, M/M/1,
#=10,A=076,3, =20, n- 5.0
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TIGHT BOUNDS ON THE AVERAGE RESPONSE TIME FOR
TIME-SHARED COMPUTER SYSTEMS*

LBONARD KLEINROCK, RICHARD R. MINTZ, and JIUNN HSU**
Computer Science Department
University of California, los Angeles, California, U.S.A.

In this paper, same fundamental properties are established which apply to the average response

time functions for all time-shared

camputer systems. The first property is one of monotonicity.

The second is a conservation law which provides insight into the trade-offs available as one varies
the response time function by changing the scheduling algorithm.

The main thrust of the paper is to establish tight upper and lower bounds on the average response
time. All these equilibrium results are good for Poisson arrivals, arbitrary service time distribu~

tion and arbitrary (but work-conserving) scheduling algori

thms which can take advantage only of ar-

vival time and attained service time. Examples of these properties are given for a number of serv-

ice-time distributions and scheduling algoritims.

1. INTRODUCTION

We ‘are in the midst of a veritable explosion
the number of published papers which
give analytical results for computer systems!
This seems especially true in the modeling and
danalysis of time-shared computer systems.

It is fair to say that the recoghition of prob~
abilistic models as the appropriate method for
stulying these systems was that which permitted
the breakthrough in analysis. In particular, the
use of queueing theory has been most profitable in
this analytic work.

As a result of this flood of results, each ap~
plying to a slightly different set of assurptions,
it is natural that we should seek same order in
this enbarrassment of riches. For example, do
there exist any invariants in behavior? Can we
bound the possible range of performance, regard-
less of structure? What constitutes feasible per-
formance profiles for these systems? These, and
many nore, are reasonable inquiries to make amidst
the confusion of results.

In t.is paper we adopt the point of view that
such questions are important and mst be answered.
Our focus is on a class of models for time-shared
canputer systams. For these systems we are able
to state a mnotonicity property, a conservation
law, and tight upper and lower bounds on the sys-
tem performance as measured by average response
time.

It is worthwhile mentioning that numerous
papers have recently been published which address
themselves to bounds, inequalities and approximate
solutions to general queueing systems. Among
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